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A hybrid quantum classical computational algorithm, which couples a density functional Hamiltonian to a
classical bath, is applied to investigate the proton-transfer reaction OH- + HBr f H2O + Br- in aqueous
clusters. The reagent was modeled using density functional theory with a Gaussian basis set; two different
force fields for the classical bath were investigated: the TIP4P-FQ fluctuating charge and the TIP4P mean
field potentials. Basis sets, functionals, and force field parameters have been validated by performing
calculations on [HO-](H2O), [Br-](H2O), [HBr](H2O), and [H2O](H2O) isolated dimers at 0 K. Molecular
dynamics simulations of the system [HOHBr]-(H2O)n, with n ) 2 and 6, show that the reaction is spontaneous
and rather exothermic, leading to the full detachment of the bromide ion from the halide and the generation
of a water molecule within a few femtoseconds. In addition, our experiments show that the process involves
a fast damping of the potential energy concomitant with a sudden increase of the vibrational kinetic energy
of the newly formed HO bond in the water molecule. The gradual dissipation of the solute energy into the
classical region led to an increase in the cluster sizes, suggesting the onset of cluster fragmentation; both
phenomena evolve faster in the smallest clusters. The role of polarization effects in the classical subsystem
on the reaction dynamics was also investigated by performing simulation experiments with the TIP4P potential.
In these cases, the proton transfer is more exothermic, leading to fragmentation of the aggregates at earlier
stages.

1. Introduction

Many chemical reactions take place under the influence of
an environment or solvent. Since bond breaking and forming
involved in reactive processes are inherently quantum mechan-
ical in nature, empirical force fields used in classical simulation
studies of solvated systems are not suitable to tackle this kind
of processes in a realistic way. In a broad context, attempts to
incorporate the effects of the environment within a quantum
mechanical (QM) calculation can be classified into three main
categories: (i) continuum solvation models, in which the solvent
is replaced by a background characterized by a given set of
macroscopic parameters, such as the bulk dielectric constant
and/or a surface tension;1,2 (ii) full ab initio QM calculations,
where the whole system is treated quantum mechanically.
Perhaps one of the most popular and successful schemes of this
type of methods is the coupled density functional theory (DFT)-
molecular dynamics approach proposed by Car and Parrinello3-5

(iii) hybrid quantum classical mechanical (QM-CM) models.6-10

The basic approximation of the latter methods involves parti-
tioning the system under investigation into one subsystem that
requires a rigorous QM treatment and an environment which is
normally treated with empirical force fields. In addition to the
lower computational costs when compared to a full QM

calculation, these methods have also the advantage that they
are based on concepts closely related to common chemical
argumentation. Since the hybrid QM-CM idea was first proposed
in 1976 by Warshel and Levitt,6 a variety of models have been
developed combining semiempirical,6-8 Hartree-Fock,9-11 and
DFT12,13electronic structure methodologies with empirical force
fields. Although most of the reported applications were devoted
to solvation phenomena,8,9,12 there have been several recent
applications on chemical reactivity as well.10,13-15

A particularly interesting benchmark for testing hybrid QM-
CM schemes consists of the investigation of chemical reactivity
in aqueous clusters. In recent years, these systems have attracted
the attention of many experimental16-18 and theoretical19-21

groups, due to the peculiar properties of the water substance
and their relevance in atmospheric and environmental chemistry.
In most of the currently employed hybrid schemes, the dynamics
that governs the electronic charge distribution of the QM
subsystem is performed within the adiabatic approximation, i.e.,
assuming an immediate adjustment of the electronic density of
the quantum subsystem to the instantaneous ground-state
potential energy surface generated by a given nuclear config-
uration. More refined models that take into account nonadiabatic
transitions along the dynamics have also been proposed.22,23
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Special caution should be exerted when one is interested in
describing chemical reactions that take place in nanoaggregates.
For such cases, the lack of translational symmetry along with
the presence of a nearby free surface may also lead to
considerable asymmetries in the local electric fields which, in
turn, will be reflected in important polarization effects in the
classical subsystem. The appropriate treatment of these effects
usually requires the implementation of more elaborate descrip-
tions of the Hamiltonian for the solvent beyond the usual mean
field models. One such approach consists of the implementation
of atom-centered induced point dipoles,24,25while another valid
alternative makes use of the electronegativity equality prin-
ciple26,27 to derive fluctuating point charges on the CM
interacting sites. These types of models have polarizabilities to
all orders in the charge moments and are not restricted to a
dipolar approximation. Moreover, the implementation of the
latter scheme is straightforward in the context of hybrid QM-
CM models since no new interactions are required.28-30

In this work, we report results of a molecular dynamics study
of the proton-transfer reaction

in small water clusters, using a Gaussian basis set DFT electronic
structure methodology for the QM region and a polarizable
Hamiltonian for the classical bath. The reaction has recently
been investigated by Arnold et al.,16 who have studied rate
constants and fragmentation products for different cluster sizes.
Arnold’s experiments show a variety of products species and
large variations in the reaction efficiency depending on the
specific number of water molecules solvating the reagent;
however, most of the experimental findings of the work were
analyzed using enthalpic information, i.e., equilibrium energetic
quantities. The present study represents a first attempt to
incorporate, in an explicit fashion, the effects of spontaneous
thermal and polarization fluctuations provided by different
microenvironments that may be helpful to rationalize some
experimental findings. It is well-known that in reactive processes
involving a substantial reorganization of the electronic structure
of the reagent such as charge-transfer reactions, the polar
environment may induce important changes in the gas-phase
reactive mechanisms.31 For the sake of comparison, we have
also performed several test runs using the nonpolarizable
TIP4P32 pseudopotential for the bath.

The organization of the paper is as follows: in section II we
present a brief description of the model and the simulation
method employed. Section III includes results for binding
energies and geometrical parameters for selected quantum
classical dimers at 0 K, including [HO-](H2O), [Br-](H2O),
[HBr](H2O), and [H2O](H2O). These preliminary runs were
performed to validate the model and optimize different potential
parameters. The results of the molecular dynamics experiments
are shown in section IV; the conclusions of the work are
presented in section V.

2. Model and Simulation Methods

Our molecular dynamics experiments were performed on a
system containing a QM reactive complex [HOHBr]- and a CM
subsystem composed ofnw ) 2 and 6 water molecules. Consider
a given configuration ofnw water molecules with atomic
coordinates and partial charges{RiR, qiR; i ) 1, ...,nw; R ) O,
H, H} and a set of atoms in the QM region with coordinates
and nuclear charges{τR, zR; R ) Br, O, H, H}. We propose the
following expression for the ground-state Born-Oppenheimer

potential energy surface:

whereEKS[F] is a purely quantum mechanical piece given by
the standard Kohn-Sham expression.33 The second term
EQM-CM accounts for the coupling between the QM and CM
subsystems and is given by

The electronic densityF(r ) was computed by solving a set
of Kohn-Sham equations self-consistently at each step of the
molecular dynamics run with an external potential contribution
that includes the electrostatic interaction given in the first term
of eq 3. The computation of the correlation portion was
performed using the parametrization of the homogeneous
electron gas of Vosko34 and the gradient corrections derived
by Lee, Yang, and Parr.35 The local exchange term was
supplemented with the gradient corrections proposed by Becke.36

Both the exchange-correlation contribution to the Kohn-Sham
potential and the electronic energy were calculated by a
numerical integration scheme based on grids and quadratures
also proposed by Becke.37 Double-ú plus polarization Gaussian
basis sets were used for the expansion of the one-electron
orbitals.38 The electronic density was also expanded in an
additional Gaussian basis set;39 the coefficients for the fit of
the electronic density were computed by minimizing the error
in the Coulomb repulsion energy. The use of this procedure
also results in an important speedup of the computations, since
the cost of evaluating matrix elements is reduced fromO(N4)
to O(N2M) (N is the number of functions in the orbital set, and
M the number of functions in the auxiliary set, typically of a
size comparable toN). Auxiliary sets were also taken from ref
38.

The last term in the right-hand side of eq 3 corresponds to
interactions between the nuclei in the CM and QM regions; they
were modeled using a standard Lennard-Jones (6-12) term plus
a purely Coulombic tail.ECM in eq 2 represents the potential
energy of the classical subsystem and was constructed using
the TIP4P-FQ model proposed by Rick et al.27 This model
includes two contributions: the first one is a sum of site-site
Lennard-Jones and Coulomb terms. The second term includes
a quadratic expansion of the self-energy required to locate partial
charges{qiR} on the solvent sites.27,40 Polarization effects are
explicitly incorporated by allowing the partial charges to
fluctuate along the simulation run. In principle, the instantaneous
values of the set{qiR} can be computed at each step using a
variational principle. However, it is normally more efficient to
generate the simultaneous time evolution of the spatial coor-
dinates and the partial charges by considering the following
extended Lagrangian:27,41

where MR represents the mass of theRth atom, MR
q is a

fictitious mass associated to the dynamical variableqiR, and
the set{λi} corresponds to Lagrange multipliers of the con-

E[{RiR}, {τR}; F] ) EKS[F] + EQM-CM + ECM (2)

EQM-CM )

∑
i,R

qiR ∫ F(r )

|r - RiR|
dr + ∑

i,R,γ [νLJ
Rγ(|RiR - τγ|) +

qiRzγ

|RiR - τγ|]
(3)

L )
1

2
∑

R
MRτ̆R

2 +
1

2
∑
i,R

MRR4 iR
2 +

1

2
∑
iR

MR
qq̆iR

2 -

E[{RiR}, {qiR}, {τγ}; F] - ∑
i,R

λiqiR (4)

HO- + HBr f H2O + Br- (1)
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straints associated to the electrical neutrality of the individual
CM molecules. One important advantage of Rick et al.’s model
is the fact that all the necessary derivatives in Newton’s
equations for the partial charges can be easily evaluated within
the context of the hybrid DFT-CM scheme in terms of one-
electron integrals.42

In all our simulation experiments, the Verlet algorithm43 was
employed to integrate Newton’s equation of motion with a time
step of 0.1 fs. All fictitious masses associated with charge
dynamics were set to 6.0× 10-5 kcal/mol (ps/e)2. In addition,
a Noséthermostat set at 5 K was coupled to the partial charges
in the TIP4P-FQ simulations to maintain the charge degrees of
freedom decoupled from the nuclear motion.27,41 Constraints
associated with intramolecular distances in the water were
treated using the SHAKE algorithm.44 We have also performed
a series of simulations using the nonpolarizable TIP4P model.32

The geometry of the water molecule is identical to the
polarizable model and there are slight changes in the values of
the fixed charges and the LJ parameters. Full details of the length
and energy parameters for both transferable potentials are given
in Table 1.

3. Optimized Structures of Dimers

Before addressing the specific case of the proton-transfer
reactions shown in eq 1 and in order to assess the quality of
our approach, we performed a series of preliminary runs to
compute the energetics and geometrical parameters of minimum
energy configurations of some relevant quantum-classical model
dimers. The results were obtained by successive quenchings of
simulated structures using standard steepest descent proce-
dures.45 We started by considering two mixed quantum classical
water dimers that differed in the role of the quantum water
molecule as proton donor and acceptor, respectively.

In Tables 2, 3, and 4 we present results for the binding
energies, the hydrogen bond distances, and partial charges in
the classical water, respectively. For the sake of comparison,
we have also included the experimental energetic results of
Odutola et al.46 and those obtained using more accurate
treatments of the electronic structure.47,48 When the classical
water acts as proton donor, the explicit incorporation of site

polarizabilities in the classical Hamiltonian leads to a consider-
able asymmetry in the charge populations of the hydrogen sites.
The charge of the atom that participates in the hydrogen bond
exhibits an increment of almost 25% above the usual mean field
parametrization,qH = 0.42e.27 However, effects of asymmetry
in the electronic distribution of the classical water seem to cancel
out when one computes the binding energy for the dimer. Note
that the resulting DFT-TIP4P-FQ binding energyUTIP4P-FQ )
-21.1 kJ mol-1 does not differ substantially from the mean
field fixed charge DFT-TIP4P resultUTIP4P ) -21.8 kJ/mol.
Moreover, both are comparable to the experimental estimate
Uexp ) -22.6( 2.9 kJ/mol.46 For the bond distancesdO-O, we
obtained 2.877 and 2.827 Å, for the calculations employing
TIP4P-FQ and TIP4P potentials, respectively. Here again, both
estimated values are comparable to the experimental result,46

dO-O ) 2.98 Å, and to the results obtained using full ab-initio
calculations.47,48 For the reverse case, i.e., when the quantum
water is the proton donor, the binding energy estimate for the
DFT-TIP4P-FQ is somewhat less accurateUTIP4P-FQ ) -18.6
kJ/mol, while DFT-TIP4P calculations yieldUTIP4P ) -23.1
kJ/mol. Since neither hydrogen atom of the classical molecule
participates in the intramolecular bond, asymmetries in the
charge distribution are less marked and we only found a small
increase of about 0.07e in both atoms. The optimizeddO-O does
not present important changes; we found 2.895 and 2.778 Å
for the calculations employing TIP4P-FQ and TIP4P potentials
for the classical water, respectively.

Another important dimer to be considered in the present
context is the [HO-](H2O) complex. For this case, calculations
were performed assuming that the quantum subsystem was the
hydroxyl anion and modeling the water molecule with both,
TIP4P-FQ and TIP4P potentials. We found that the water
molecule binds to the oxygen atom of the hydroxide anion
forming an almost linear hydrogen bond in both calculations,
an observation that is accordant to previous ab initio studies.49,50

The optimizeddO-O ) 2.527 Å for TIP4P-FQ agrees reasonably
well with the ab initio result;50 the fixed charge model yields a
slightly overestimated valuedO-O ) 2.680 Å. Considering now
the predictions for the binding energy, the TIP4P result is-92.5
kJ/mol which is smaller than the ab initio MP2 result of-118.8

TABLE 1: Potential Parameters for the TIP4P, TIP4P-FQ
Models and Lennard-Jones Parameters for QM Atoms; the
Transfered Proton and the One in the Original HO- Group
are Denoted by H and H′, Respectively

parameter TIP4P TIP4P-FQ H Br O H′
εa (kJ/mol) 0.6485 1.1975 0.00 2.1532 1.1975 0.00
σa (Å) 3.154 3.159 0.00 4.233 3.159 0.00
qb (e) 0.52 0.444 0.147-0.147 -1.169 0.169

a The usual arithmetical and geometrical means were used to compute
length and energy parameters for cross interactions. For the TIP4P and
TIP4P-FQ models, the only nonzeroσR and εR correspond to the
oxygen site.b Partial charges on QM atoms were obtained from a DFT
calculation of isolated HO- and HBr.

TABLE 2. Binding Energies (kJ/mol) of Dimers

dimer DFT-TIP4P DFT-TIP4P-FQ exptl ab initio

(H2O)2a -21.8 -21.1 -22.6( 2.9c -20.6d

(H2O)2b -23.1 -18.6 -22.6( 2.9c -20.6d

[HO-](H2O) -92.5 -161.3 -118.8e

[HBr](H2O) -20.9 -16.7 -17.3f

[Br-](H2O) -42.2 -51.4 -49.0g -46.3h

a Quantum water H-bond acceptor.b Quantum water H-bond donor.
c Reference 46.d Reference 48.e Reference 50.f Reference 51.g Ref-
erence 52.h Reference 53.

TABLE 3. Optimized Bond Distances for Selected Dimers

dimer DFT-TIP4P DFT-TIP4P-FQ exptl ab initio

dO-O (Å)
(H2O)2a 2.827 2.877 2.98c 2.913d

(H2O)2b 2.778 2.895 2.98c 2.913d

[HO-](H2O) 2.680 2.527 2.474e

dO-Br (Å)
[HBr](H2O) 3.434 3.512 3.496f

[Br-](H2O) 3.212 3.246 3.359g

a Quantum water H-bond acceptorb Quantum water H-bond donor
c Reference 46.d Reference 48.e Reference 50.f Reference 51.g Full
DFT calculation. This work.

TABLE 4: Partial Charges on Atoms (e) of Classical Water
of Dimers

dimer qO qH1
a qH2

(H2O)2b -0.976 0.564 0.412
(H2O)2c -0.975 0.4875 0.4875
[HO-](H2O) -1.294 1.040 0.254
[HBr](H2O) -0.962 0.481 0.481
[Br-](H2O) -1.062 0.702 0.360

a H1 refers to the water hydrogen participating in the intramolecular
bonding.b Quantum water H-bond acceptor.c Quantum water H-bond
donor.

Simulation of the Reaction of HO- with HBr J. Phys. Chem. A, Vol. 103, No. 26, 19995107



kJ/mol, while the TIP4P-FQ calculation overestimates this value
yielding-161.3 kJ/mol. Consistently with this observation, large
polarization effects take place in the TIP4P-FQ calculation. This
is clearly reflected in the value of the charge of 1.04e on the
classical proton that participates in the hydrogen bond.

For dimers involving a bromide atom, we have adjusted its
Lennard-Jones length parameter in order to obtain the best
agreement with experimental and ab initio results. The particular
choice of this parameter usually requires a very careful tuning,
especially in cases where the quantum subsystem is electrically
nonneutral; under these circumstances, electronic density spill-
out problems in the quantum subsystem are likely to appear if
the Lennard-Jones parameter is inadequately chosen. We found
good agreement with experiments and full ab initio calculations51

by fixing σBr ) 4.233 Å; for the case of the water-hydrogen
bromide dimer, its geometry is predicted to be pyramidal with
Cs symmetry. The agreement between the binding energies and
the optimizeddO-Br obtained with both TIP4P models and the
ab initio result is also reasonable being the TIP4P-FQ calcula-
tions somewhat closer to the full quantum result.

The last complex that we considered is the bromide-water
dimer. In this case, results from DFT-TIP4P and DFT-TIP4P-
FQ differ substantially: while the predicted optimized structure
using the latter Hamiltonian presents an almost linear hydrogen
bond with an angle ofθBr-H-O ) 171°, the converged TIP4P
calculation yields a structure withθBr-H-O ) 137°. We remark
that the first spatial arrangement is much closer to the value
θBr-H-O ) 166° found in the full quantum DFT treatment. For
this particular dimer, we confirmed that the lack of polarization
on the TIP4P water molecules prevents a preferential binding
between the quantum Br- and one of the water hydrogens,
which should be the correct minimum energy structure. Results
for binding energies, geometrical parameters, and partial charges
are also shown in Tables 2-4 where, for the sake of comparison,
we also present experimental results52 and predictions from ab
initio calculations by Combariza et al.53 as well. In all cases,
the agreement between our hybrid QM-CM calculations using
the TIP4P-FQ model and the results from previous studies is
satisfactory.

4. Reaction Dynamics

Having established the performance of our hybrid scheme to
predict minimum energy calculations for the most relevant
complexes involved in the reactive process shown in eq 1, we
now turn to its microscopic dynamical analysis. To that end,
we started by performing a set of preliminary simulation
experiments to generate initial conditions atT = 200 K using
a simplified force field for the reactant species. In this scheme,
HBr and OH- were modeled as dipolar Lennard-Jones spheres
centered at the O and Br atoms containing embedded atomic
partial charges with the following charge separations:dBr-H )
1.434 Å anddO-H ) 0.996 Å. Length and potential parameters
for the solute-solvent potential for these preliminary runs are
displayed in Table 1. Att ) 0, theclassicalreagent was replaced
by the quantum subsystem and we let the system evolve along
microcanonical runs monitoring the time evolution of different
parameters relevant to the reactive process for typical periods
of 1 ps. To maintain better control on the kinetics of the
fluctuating charges of the solvent, the Nose´ thermostat was
switched off during the initial 50 fs and successive rescalings
of the charge velocities were performed every 0.5 fs. After that
period, the Nose´ thermostat was reinstalled. For each cluster
size, we ran on the order of 10 different trajectories started from

initial conditions separated by time intervals of the order of 5
ps to provide statistical independence. In all cases, we found
that the characteristics of the nonequilibrium relaxations were
practically the same.

In Figures 1 and 2, we present results for the time evolution
of different relevant distancesdR-γ, for [HOHBr]-(H2O)n with
nw ) 2 and 6, respectively, taken from a typical trajectory. For
clarity purposes, it will be convenient to differentiate the
transferred proton from the one in the original OH- group by
denoting the latter as H′. The almost immediate drop indH-O

from approximately 2 Å down to values close to 1 Å depicted
in the center panels clearly shows the immediate transfer of the
proton from the Br to the OH- group. For both cluster sizes,
the initial excess potential energy is quickly redistributed within
the different internal degrees of freedom of the new water
molecule. This fact is reflected in the growing size of the
fluctuations indO-H′ shown in the bottom panels; aftert ≈ 50

Figure 1. Time evolution of several length parameters (Å) for TIP4P-
FQ clusters withnw ) 2 (see text): (top panel)dBr--CM; (center panel)
dH-O; (bottom panel)dH′-O.

Figure 2. Same as Figure 1, fornw ) 6.
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fs for the nw ) 2 and t ≈ 370 fs for thenw ) 6 cases,
fluctuations indO-H anddO-H′ become comparable. Moreover,
note that even after 1 ps, the overall vibrational dynamics still
looks rather asymmetric with larger fluctuations indO-H′ than
in dO-H. To investigate the solvation structure of the newly
formed Br- within the clusters, in the top panels we present
the time evolution ofdBr--CM, the distance between the ion and
the center of mass of the water molecules. After the transfer
takes place, the inspection of several cluster configurations
shows that the Br- remains on the cluster surface solvated by
a variable number of water molecules. It is also clear that after
t ) 200 fs,dBr--CM seems to be equilibrated at typical values
that are comparable with the linear dimensions of the clusters.

As the reaction proceeds, the large acceleration of the
transferred proton leads to a significant increase of the overall
kinetic energy of the aggregates. The time evolution of the
nuclear temperatures for the quantum and classical subsystems
is shown in Figure 3. Note that, during the initial 5-10 fs, the
temperature of quantum nuclei raises up toT ≈ 2000-3500 K,
depending on the cluster size, and that, after this initial stage,
the kinetic energy of the quantum subsystem presents fast
oscillations with typical periods of 10-12 fs. This period is
comparable to those found in the time evolution of the two OH
stretches shown in Figures 1 and 2, suggesting a markedly
vibrational character of the nuclear kinetics of the quantum
subsystem with a much smaller contribution from translational
or rotational modes of the Br- and the H2O molecule.

The subsequent dissipation of the excess of thermal energy
initially deposited in the solute into the classical bath is a much
slower process.54 To provide some estimative idea for the rate
on the kinetic energy transfer, the smallest classical subsystem
required of the order of half a picosecond to reachT ≈ 800 K.
Yet, note that after 1 ps the differences in temperature between
the quantum and classical systems are still such that the cluster
is far from having reached a thermally equilibrated state. Of
course, for the largest clusters, a similar amount of dissipated
energy gives rise to a more moderate heating of the classical
bath since the number of available degrees of freedom is larger.
With these observations in mind, one could wonder whether

these considerable increments in the overall kinetic energy
would lead to the spontaneous fragmentation of the cluster, as
it is found in real experiments,16 in the time scales of our
simulations. Changes in cluster linear dimensions can be
conveniently monitored by inspecting the cluster gyration radius
R, defined as

where rR denotes the position of theR-th nucleus andNn

represents the total number of nuclei. Results forR are shown
in Figure 4. Fornw ) 2, there is a steady growth in the
magnitude ofR which clearly preannounces the forthcoming
cluster fragmentation. Fornw ) 6, the raise inR was found to
be a much slower process, a result that is accordant to the slower
rate of energy transfer mentioned in the previous paragraph (cf
Figure 3).

The final aspect that we have investigated is related to the
dynamics of the solvation response of the classical water
environments. The most direct route to characterize the dynamics
of the surrounding that follows the proton-transfer reaction is
by inspecting the normalized relaxation of the couplingS(t)
defined as

where Vc(t) represents the Coulomb portion of the potential
energy between the classical and quantum subsystems at time
t.55 A rigorous treatment of the cluster responseS(t) would
require an average of the couplingVc(t) taken from an ensemble
of trajectories started at different nonequilibrium initial condi-
tions.56 However, we believe that it is more instructive to present
here the analysis of just a single trajectory trying to establish a
correspondence between the most important features ofS(t) and
specific details of the transient of the solvation structures. Note

Figure 3. Temperatures for quantum and classical subsystems as a
function of time for [HOHBr]-(H2O)2 (top panel) and [HOHBr]-(H2O)6
(lower panel). Results for the QM and CM subsystems are shown using
solid and dashed lines, respectively.

Figure 4. Gyration radius (Å) as a function of time for [HOHBr]-(H2O)2
(solid lines) and [HOHBr]-(H2O)6 (dashed lines).

R2 )
1

2Nn
2
∑
R,γ

|rR - rγ|2 (5)

S(t) )
Vc(t)

Vc(0)
(6)
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that many of the observations that will follow in the next
paragraphs would have been obscured if we had chosen to
present results for a nonequilibrium average ofS(t).

Figure 5 shows results forS(t) for the nw ) 6 cluster.
Practically 80% of the bath response is completed after the initial
∆t ≈ 100 fs. Considering the magnitude of the gap in the
coupling, the drop ofS(t) can be easily rationalized by simply
inspecting the differences between the binding energies shown
in Table 2 for the dimers [OH-](H2O), which contributes to a
large extent to the complex-solvent potential Coulombic energy
at t ) 0, and [Br-](H2O), which provides the most important
Coulomb contribution after the transfer takes places. During
the early stages of the relaxation, the classical bath can respond
using, at least, two main mechanisms. The first one consists of
modifying its polarization. The fictitious masses associated to
the set{qi(t)} were chosen sufficiently light to allow an almost
instantaneous adjustment of the molecular polarizations to the
characteristics of the rapidly changing local electric fields
generated by the solute. In addition, the solvent molecules can
modify their orientation and their positions within the clusters.
However, one must keep in mind that the correct interpretation
of the solvation response of most polar environments usually
requires a collective interpretation of the phenomenon.57 Con-
sequently, the distinction between charge and rotational dynami-
cal contributions is somewhat artificial since, in fact, both effects
are very much interconnected. Anyhow, given the fast relaxation
time scale found in our experiments (of the order of 100 fs),
we can safely discard any major contributions arising from
translational modes since, during such a period, the molecules
remain practically at the same positions.

In Figure 6, we present a complementary prospective of the
dynamical solvation response of annw ) 6 cluster as it is
reflected by the time dependence of the fluctuating charges of
the individual water molecules. In the graph, we have also
included a negative portion of thex axis that corresponds to
the time evolution of the charges during the preliminary
equilibration run. Two important aspects of this figure are worth

commenting on. (i) The first is the large disparity that exists
between the polarization of one particular water molecule and
the rest of the bath, during negative times. A careful inspection
of several snapshots of cluster configurations during this period
reveals that the singular water molecule corresponds to the one
that is initially hydrogen bonded to the OH- group. This
molecule exhibits partial chargesqO ≈ -1.7e and qH ≈ 1.3e
for the hydrogen that is bonded to the OH- group. (ii) Once
the complex is allowed to react, the initial asymmetries in the
charge distribution of the solvent molecules disappear after 100
fs, a period comparable to that of the decay ofS(t). The simple
consideration of the larger size of the Br-, compared to the
OH-, is sufficient to explain the absence of any unusually large
polarization of solvent molecules in the vicinity of the ion.
Again, given the similarity in time scales, one could be tempted
to ascribe the initial portion of the relaxation ofS(t) to the
dynamics of the partial charges. However, this assertion is not
totally valid since rotational relaxation of water molecules
normally requires similar time scales as those found here.57,58

As a final comparative test, we have performed a few runs
using the nonpolarizable TIP4P model. Interestingly, in these
aggregates, once the transfer took place, we found that the
quantum water remained mostly segregated from the rest of the
cluster and normally got expelled after a few hundreds of
femtoseconds. One partial explanation for this observation could
be found in the fact that, in reality, the quantum water behaves
very differently from the rest of the classical molecules. Again,
a simple analysis based on the comparison between binding
energies for different dimers can be helpful to make this point
even more clear; note that the entries of Table 2 show that both
mixed TIP4P-quantum water dimers are less stable than a pair
of TIP4P molecules (UTIP4P ) -26.0 kJ/mol). Consequently,
we tend to believe that, at least from an energetic point of view,
the intramolecular connectivity of our quantum water is quite
different from the rest. We remark that a major advantage of
the polarizable model is the fact that these differences are much
less marked; the binding energy of a pair of classical polarizable

Figure 5. Normalized time relaxation of the solute-solvent electro-
static coupling fornw ) 6 clusters. The solid and dashed lines
correspond to the TIP4P-FQ and TIP4P Hamiltonians, respectively.

Figure 6. Time evolution of the partial charges on anw ) 6 TIP4P-
FQ water cluster: (top panel) hydrogen atoms; (lower panel) oxygen
atoms.
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waters,UTIP4P-FQ ) -18.8 kJ/mol, is intermediate between the
two values of hybrid quantum classical pairs shown in Table 2.

Results for the relaxation of the solute-solvent Coulomb
coupling and relevant distances for annw ) 6 TIP4P cluster
are shown in Figures 5 and 7. Although the initial drop ofS(t)
involves a similar time scale (≈100 fs), its magnitude is
approximately half of that found for the polarizable model. To
explain this observation, one should consider that, during this
short period, the changes in Coulomb solute-solvent coupling
are essentially due to the difference between the binding energies
of the ionic dimers present in products and reactant states,
namely, [Br-](H2O) and [HO-](H2O), respectively. This dif-
ference is of the order of 50 kJ/mol, a value that practically
matches half of that found for the polarizable Hamiltonian.
Another equivalent manifestation of the disparity in the dimer
binding energies is reflected in the much larger fluctuations
found in the two OH bond distances of the quantum water (see
Figure 7). We believe that this is due to two main reasons: first,
the larger net energy release during the transfer, and second,
the fact that the quantum water gets segregated from the cluster,
preventing the energy flow from the vibrational modes to the
rest of the degrees of freedom. We conclude our analysis with
a final comment on the time evolution ofdBr--CM; the top panel
of Figure 7 reveals that the bromide ion remains solvated by
the classical nonpolarizable particles. Moreover,dBr--CM de-
creases during the final portion of the trajectory, a fact that could
be indicative of the occurrence ofbulklike solvation. The
inspection of several cluster configurations reveals that this is
partially true since the decrease indBr--CM is also related to
the much more compact structures found in TIP4P clusters.
Under these circumstances, all relevant length scales would tend
to be smaller. Additional evidence of the alternation between
bulklikeand superficial solvation can also be found in the much
more pronounced oscillations exhibited byS(t); we have verified
that the maxima at 264, 700, and 980 fs can be correlated with
bulklike states that exhibit larger ionic coordination numbers
than superficial ones.

5. Concluding Remarks

In this study, we have presented the implementation of a
hybrid quantum classical computational scheme that is able to

capture many important features that characterize the dynamics
of a model proton-transfer reaction taking place in small water
clusters. In particular, we have put special emphasis on
determining the effects of the microenvironment on the reactive
mechanisms. To that end, we have considered two Hamiltonians
with well differentiated polarization responses. Special attention
was given to incorporating two important ingredients that we
believe should be present in any realistic representation of a
charge-transfer process in clusters: (i) a rigorous treatment of
the rearrangement of the reagent electronic structure using
accurate DFT calculations; (ii) an explicit incorporation of
polarization effects on the classical bath via a Hamiltonian with
time dependent fluctuating charges. The latter represents an
essential element that cannot be neglected, especially in cases,
as in the present one, where the environment in the closest
vicinity of the reactant is affected by large fluctuations in the
magnitude of the local electric fields. The magnitude of these
fluctuations is even more pronounced in cluster environments
due to the inhomogeneities in the spatial distribution of the
molecules and the presence of a nearby free boundary.

From a computational point of view, an important advantage
of the method presented here is the fact that the algorithm has
proved to be sufficiently robust to provide stable results and
reasonable energy conservation during several picoseconds
without any further special care besides proper thermalization
of the solvent fluctuating charges during the first initial period.
The model reaction considered in this study represents a severe
test for the algorithm since, during the proton transfer, kinetic
and potential energies present changes well beyond the size of
the spontaneous thermal fluctuations that take place during the
previous classical equilibration run.

Of course, the description that we have presented here is far
from being complete, and still there are some important
questions that remain to be answered. For example, in our
treatment, we have neglected nuclear quantum fluctuations. We
could have employed a path integral scheme to treat both
electronic structure and quantum nuclear fluctuations;59 however,
these techniques do not yield information about the dynamics
of the process. Moreover, since the proton transfer considered
in this work presents no barriers, we believe that zero-point
energy and quantum tunneling effects should be negligible. A
more delicate aspect that would merit further investigation is
to evaluate the effects of incorporating additional water mol-
ecules into the quantum subsystem. More specifically, one could
speculate on the relevance of alternative reaction paths in
aqueous clusters such as the following double proton transfer,
bridged by a second water molecule,

as a possible indirect reaction path. Moreover, should this
process become thermodynamically possible, it would be
important to determine whether the double transfer takes place
in a concerted or sequential fashion. Although a detailed
microscopic analysis of mechanisms such as the one proposed
in eq 7 is beyond the scope of this study, its simple consideration
underlines the importance of exploring the relevance of different
reactive channels in clusters that perhaps are excluded in more
conventional bulk phases.
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